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Abstract When appropriately used, the multiconfigura-

tional self-consistent field (MCSCF) approximation is

useful in discerning correct electronic structure results.

However, with the increasing size of chemical systems of

interest, MCSCF rapidly becomes unfeasible due to the

requirement of larger active spaces, which lead to com-

putationally unmanageable numbers of configurations. This

situation is especially true for complete active space self-

consistent field (CASSCF). In particular, reducing this

computational expense by using restricted active spaces in

solving for gradients and nonadiabatic couplings (NACs)

during dynamics runs would save computer time. However,

the validity of such restricted spaces is not well-known

even for recovering the majority of the nondynamical

correlation and inevitably varies between chemical systems

across a range of nuclear geometries. As such, we use the

recently implemented coupled perturbed–occupation

restricted multiple active space (CP-ORMAS) equations

(West et al., unpublished) to verify the accuracy of this

approximation for gradients and NACs vectors around two

specific conical intersection geometries for the silaethylene

and butadiene systems. Overall, no excitations between

appropriate subspaces show qualitatively reasonable results

while single excitations significantly improve ORMAS

results relative to the CASSCF level in these particular

systems. However, single excitation schemes do not always

lead to the correct orbital subspaces, and as a result,

seemingly smooth potential energy surfaces (PES) do not

always result in smooth analytical gradients and NACs. In

addition, while some of the single excitation ORMAS and

CASSCF schemes have improper orbitals rotate into the

active space, the schemes without excitations (even with

more subspaces) do not exhibit this behavior.

Keywords Multireference � MCSCF � CASSCF �
ORMAS � NACME � Nonadiabatic � CP–MCSCF �
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1 Introduction

Creating computationally inexpensive and reliable wave-

function approximations remains a difficult task. To date,

multiconfigurational self-consistent field (MCSCF) with a

sufficiently flexible active space (as defined in Ref. [2])

proves to be a reliable method for generally mapping a

potential energy surface (PES). In other words, if an active

space choice fails to produce the qualitatively correct PES

features, it is insufficiently flexible. However, sometimes

the active space may have to be quite large to be suffi-

ciently flexible enough to simultaneously map several

reaction pathways of interest. The most commonly

employed MCSCF theory level remains the full optimized

reaction space (FORS) [3–9], or complete active space self-

consistent field (CASSCF) [10–12]. However, as chemical

systems of interest increase in number of required active

orbitals, CASSCF configuration interaction (CI) expansion

sizes become unwieldy, and CASSCF calculations quickly

become intractable since a linear increase in the number of

active orbitals results in a factorial increase in the number

of configurations. Due to this expense, CASSCF compu-

tations tend to contain small active spaces and suffer
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energetic inaccuracy from lack of correlation. Nonetheless,

recovering the majority of nondynamical correlation with

fewer configurations still remains a relevant topic. Occu-

pation restricted multiple active space (ORMAS) [13, 14]

provides one alternative MCSCF method to decrease the CI

expansion size and still possibly maintain accuracy in

mapping a PES. The ORMAS method is similar to several

other CI expansion size reduction methods: restricted

active space, [15] restricted configuration interaction,

[16, 17] quasi-complete active space, [18] general active

space, [19] and macroconfigurational [20] methods. In the

ORMAS approximation, excitation restrictions between

different invariant orbital subspaces reduce the overall CI

expansion size in an a priori fashion. Constructing ORMAS

wavefunctions consists of partitioning a total active space

into several subspaces and defining maximum and mini-

mum electron occupation values for each subspace that

in turn represent excitations of electrons between the sub-

spaces. The CI and orbital coefficients are then self-con-

sistently optimized. If the excitations between subspaces

are limited, there is the potential for large computational

savings (see Sect. 2). However, selecting both the orbital

subspaces and the allowed excitations between them

requires both chemical intuition and numerical testing.

While ORMAS has been used in PES mapping, this

approximation can also now be applied to ground as well as

excited state analytical gradient techniques [21–24] and

nonadiabatic coupling matrix element (NACME) [25–27]

formation. For analytical gradient and NACME equations,

Lengsfield et al. [26] give the general MCSCF implemen-

tation, and Lischka et al. [27] convey the equations for the

multireference configuration interaction (MR–CI) level that

allow for the general selection of MR–CI spaces. In addition

for multireference perturbation (MR–PT), analytical gra-

dients are established for other post-MCSCF methods such

as second-order complete active space perturbation theory

(CASPT2) [28] and canonical quasi-degenerate perturba-

tion theory (QDPT) [29]. Also, analytical NACMEs are

derived and implemented for the generalized Van Vleck

perturbation theory [30, 31]. Approximations that reduce a

CI expansion length also reduce analytical gradient and

nonadiabatic computation times, which in turn reduce times

for nonadiabatic dynamics runs and conical intersection

(C.I.) [32–39] searches.

Obtaining accurate results with approximations such as

ORMAS is not always well understood, and to the best of

our knowledge, no studies on the more demanding criteria

of ORMAS gradient and NACME accuracy have been

conducted. In fact, many studies that rely on incomplete

active space results access accuracy based on either

energy continuity or energy conservation criterion alone,

and such energy assessments alone can actually fail to

produce smooth analytical gradients and NACMEs. In

order to give some justification for the use of ORMAS

gradients and NACMEs, this study examines the C.I.s—

where NACMEs are usually large—and nearby contours

for silaethylene and butadiene with limited ORMAS and

complete active space (CAS) sizes. This limitation is

employed because the expense of CASSCF gradients and

NACMEs prevents comparisons with larger active spaces.

Several recent investigations on ethylene [40, 41] and

silaethylene [42, 43] examined the excited states in great

detail with calculations at various levels of theory, some of

which include MR-CI. Silaethylene investigations are

interesting because of the very few excited state studies on

the SiCH4 polarized p bond. In marked contrast to ethyl-

ene, the SiC torsion from the planar to the orthogonal

H2SiCH2 structure leads to a C.I., and the pp* excited state

is the lowest excited singlet state and is well separated from

the other excited singlet states. Furthermore, in contrast to

some static structure studies, recent dynamics studies

suggest pyramidalizations are involved in C.I.s as well.

Butadiene investigations [35, 36, 44–47] are more exten-

sive with controversy over the mechanisms. Olivucci

et al. [44] disputed several reaction mechanisms on the

s-cis/s-trans isomerization pathway and provided one of

the earliest papers on butadiene C.I.s, which include the

s-cisoid, central, and s-transoid C.I. Later studies [46] on

butadiene focused more on solving the disputed ordering of

singlet states with extremely accurate energetics.

This study does not seek to answer any of these reaction

mechanism issues because it is limited to MCSCF wave-

functions. Instead, this study focuses on the nondynamical

correlation comparison of ORMAS and CASSCF. While

agreement between these levels of theory is beneficial,

some disagreement does not prevent insights into how

variance of nondynamical MCSCF correlation affects

gradients and NACMEs. In addition, as long as the

ORMAS results can reasonably describe the nondynamical

correlation effects relative to the CASSCF results, the

ORMAS wavefunctions may still be very useful as refer-

ence wavefunctions in post-MCSCF methods. Knowledge

of any limitations at the MCSCF level will prove useful in

both future applications and methods development.

2 Methods

All calculations were performed with the GAMESS soft-

ware [48]. State averaged [49] (SA)–MCSCF energy cal-

culations were carried out with equal SA weights at the

CASSCF [11, 12] and the ORMAS [13, 14] levels of theory

for the lowest-lying singlet states of interest. For the

ORMAS wavefunctions in particular, the determinant-

based method and the Jacobi [50] and full Newton–Raphson

convergers with augmented Hessian technique were utilized
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[51–53]. The 6-31G(d) [54–57] basis set was used for these

comparisons. In addition, for one of the active spaces for the

SiCH4 system, the 6-311 ??G(d,p) [58–60] basis set was

also used in order to demonstrate that these results show

little to no basis set dependence. However, basis set

dependence in the analysis could be an issue for other

chemical systems and will be explored in future work.

Following an energy run, state-specific gradients (simply

referred to as gradients) and NACMEs were formed as

directed by Lengsfield [26] and as implemented in Dudley

et al. [61] (The coupled perturbed (CP)–ORMAS imple-

mentation is currently unpublished [1]). In order to locate

PES regions with large nonadiabatic couplings (NACs) for

the comparisons, SA–CASSCF minimum energy C.I.

geometry searches were first performed by way of gradient

projection with NACME [39]. (For brevity, the minimum

energy C.I. is referred to as C.I. below.) Once a C.I.

geometry was located, rigid changes in two internal degrees

of freedom were performed in order to obtain some varia-

tion in the energies, gradients, and NACs.

For the SiCH4 system in this study, the two state SA-2-

(4,4)CAS optimized C.I. geometry was identified as the

CH2-pyramidalized twisted orthogonal C.I. [42]. As indi-

cated in Pitonak and Lischka, [42] the energy difference

gradient vector direction largely coincides with the SiC

stretch direction, and the NAC vector direction largely

coincides with the direction of HSiCH dihedral rotation. As

such, various ORMAS schemes and a CAS scheme of SA-2

single point energies followed by gradients and NACMEs

were performed on a grid where the SiC distance was

rigidly increased from 1.5 to 2.2 Å by 0.05 Å increments

and the HSiCH dihedral angle was rigidly rotated from

-75� to -55� by 1� increments. The initial silaethylene

contour calculations were done with a SA-2-(4,4)CAS,

which contained SiC r, r*, p, p* in the active space. For

the ORMAS runs, three schemes were used. Scheme 1 was

chosen as SA-2-2(2,2)ORMAS with no excitations

between the two separate SiC r, r* and SiC p, p* spaces.

Scheme 2 was identical to Scheme 1 but with single

excitations between spaces. Further ORMAS testing veri-

fied that including double excitations gives the equivalent

CASSCF results. The third scheme (i.e., the ‘‘occupied’’

scheme) was SA-2-2(2,2)ORMAS with single excitations

between SiC r, p and SiC r*, p* spaces. In order to report

consistent active space results with one particular set of

orbitals (i.e., one analytical surface) for the third scheme,

any Scheme 3 contours are restricted to a SiC distance of

1.5 to 1.8 Å. Outside of this domain, the ORMAS energies

lie on a different analytical surface.

Because different analytical surfaces can intersect [2]

and in some cases still produce seemingly smooth PESs,

ensuring all geometries have proper active space orbitals

can prove difficult in any grid study. In order to

demonstrate correctness of the SiCH4 results, more C.I.s

and contours were formed but with a larger (8,8) active

space and the 6-31G(d) and 6-311??G(d,p) basis sets. For

the calculations with the 6-311??G(d,p) basis set, the

same contour grid was formed as before, but for the cal-

culations with the 6-31G(d) basis set, a smaller, finer grid

was used from 1.6 to 1.9 Å and from -75� to -55�. Fur-

thermore, for this finer grid, the contour angle increments

were kept as 1� while 0.01 Å increments were used for the

SiC distance. Then, the same smaller grid can also be

formed with 0.05 Å increments for comparison. Formed

from these two different distance increments, the two grids

indicate that 0.05 Å increments are sufficient based on

comparisons of the results. Of course, peaks for the finer

grid are larger since the NACMEs diverge near the C.I., but

the overall conclusions remain the same. The initial sila-

ethylene contours were created with a SA-2-(8,8)CAS,

which contained SiC r, r*, p, p* and two SiH r, r*

orbitals in the active space. The SiH orbitals were added to

prevent orbital problems in the SA-2(4,4)CAS. For the

ORMAS runs, two schemes were used. Scheme 1b was

chosen as a SA-2-4(2,2)ORMAS with no excitations

between four separate spaces: SiC r, r*, SiC p, p*, SiH r,

r*, and SiH r, r*. Scheme 2b was identical to Scheme 1b

but with single excitations between the four spaces.

(Scheme 2b calculations were performed only at the

6-311 ??G(d,p) level.)

For the butadiene system, the SA-2-(10,10)CAS opti-

mized C.I. geometry was identified as the s-transoid C.I.

[44]. As discerned in Olivucci et al. [44], central CC

rotation and ‘‘asynchronous disrotatory rotation of the two

terminal methylenes’’ partially reveal the C.I. curvature.

So, SA-2-(10,10)CAS single point energies, gradients, and

NACMEs were performed on a grid by rigid rotations on

the CCCC dihedral from 114� to 122� by 1� increments and

on the one CCCH dihedral from -105� to -95� by 1�
increments. For these initial CAS single points, the active

space includes all of the CC p, p*, r, and r* orbitals. Then,

two ORMAS schemes were performed over the same

orbital range: (4,4) ? 3(2,2)ORMAS with one CC p, p*, p,

p* space and three CC r, r* spaces with no excitations and

with single excitations between spaces. The SA-2-

(4,4) ? 3(2,2)ORMAS space with no and single excita-

tions will simply be referred to as ORMAS(butadiene1)

and ORMAS(butadiene2), respectively.

Overall, given the use of a determinant-based imple-

mentation, the numbers of determinants in the calculations

are useful for understanding the computational expense for

each MCSCF level of theory. For the SiCH4 system based

off of the (4,4) active space size, the total numbers of

determinants for each scheme are 36, 18, 34, and 34 for

(4,4)CAS, Schemes 1, 2, and 3, respectively. For the

SiCH4 system based off of the (8,8) active space size, the
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total numbers of determinants for each scheme are 4,900,

454, and 3,526 for (8,8)CAS, Schemes 1b and 2b,

respectively. For the butadiene system, the total numbers

of determinants for each scheme are 63,504, 4,824,

and 41,256 for (10,10)CAS, ORMAS(butadiene1), and

ORMAS(butadiene2), respectively.

3 Results and discussion

All C.I. geometries are reported at the CASSCF level of

theory and are used as a reference for the subsequent con-

tours. Contour plots about the C.I. geometries are presented in

Figs. 1, 2, 3, 4, 5 and 6. Additional contours can be found in

the Supporting Information, which includes additional plots

for energies, gradients, and NACMEs. Phrases like ‘‘C.I.

contour’’ and variations on it simply indicate the contour data

comes from the grids discussed in the Sect. 2. The ‘‘total

gradient magnitude’’ and ‘‘total NACME magnitude’’ values

equal the square root of the sum of the squares of the gradient

and NAC vector components, respectively. Any phrase with

difference(s) or ‘‘magnitude difference(s)’’ simply means the

subtractive difference between two different theory level

results of interest. In order to compare CASSCF and ORMAS

gradient or NACME vectors, overlap (i.e., multi-dimensional

dot products) plots display the directional differences

between normalized vectors at these two different levels of

theory with a maximum absolute value overlap value of 1.

Right next to the CASSCF C.I. geometry, single points at the

ORMAS theory level can shift the curvature, and in the case

of butadiene, these shifts result in 2–3 negative gradient

overlaps. Unless the different levels of theory produce

exactly identical PESs (i.e., no shift in the location of the C.I.

occurs), this behavior is to be expected in the geometric

vicinity of the C.I., which has drastic changes to the state

gradients. So, given the slightest C.I. shift from single point

runs at different levels of theory, the corresponding gradient

or NAC vectors can show different directions and result in

poor overlap. Decreasing the contour increment sizes will

reveal more poor overlaps; however, even overlaps only

slightly farther from the C.I. geometry typically show

excellent overlaps. So, in the case of butadiene, the absolute

values of the gradient overlaps are taken at the previously

noted 2–3 geometries for more clarity in the plots.

3.1 SiCH4

For the SiCH4 case, the SA-2-(4,4)CAS/6-31G(d) CH2-

pyramidalized twisted orthogonal C.I. was located. The

only appreciable difference found between the C.I. geom-

etries in this study and the Pitonak and Lischka C.I.

geometry [42], which is at the SA-3-CAS(2,2)/MR-CISD/

aug-cc-pVDZ level of theory, is in the CH2 pyramidaliza-

tion found in this study. Our calculations show that this
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Fig. 1 SiCH4 C.I. energy (kcal/mol) contours SA-2/6-31G(d) level. a (4,4)CAS, b (4,4)CAS excitation, c ORMAS(Scheme 1) excitation,

d ORMAS(Scheme 1)—(4,4)CAS excitation difference
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pyramidalization could be associated with the larger active

space. The C.I. geometry approximately occurs at a SiC

distance of 1.73Å and with one HSiCH dihedral at 74�, and

as shown in the Pitonak and Lischka study, very slight

CH2-pyramidalization leaves the lowest-lying states almost

degenerate. Figure 1a gives the SiCH4 singlet state energy

contours at the SA-2-(4,4)CAS/6-31G(d) level where all

energies are plotted relative to the lowest energy in the

lowest-lying singlet energy contour. Figure 1b gives the

excitation energy differences between the two states at

the same level of theory, and Fig. 1c shows the excitation

energy difference contour at the ORMAS(Scheme 1)/6-

31G(d) level. The Fig. 1d contour displays the difference

between the (4,4)CAS and ORMAS(Scheme 1) excitation

energies and thus explicitly demonstrates the energetic

accuracy of ORMAS(Scheme 1) very near the given

CASSCF C.I. geometry. However, the excitation energies

significantly deviate farther away from the C.I.

Figure 2a, b shows that the total NACME magnitude

locally peaks around the same nuclear geometries for both

the CASSCF and the ORMAS(Scheme 1) approximations.

Figure 2b shows a spike of 56 Bohr-1 in the differences for

the total NACME magnitudes. However, it is important to

note that at the C.I. geometry itself, the CAS total NACME

magnitude actually approaches *1 9 105 Bohr-1 (about

four orders of magnitude larger than those magnitudes

shown in the Figures) with the C.I. point only *0.02 Å

from the closest surrounding grid points. The plots do not

contain the C.I. itself since then the NACME magnitude

contours would be flat with one point as a peak. This

observation emphasizes that the NACME magnitude spikes

in an extremely local fashion. Since the grid points do not

lie on the exact peak at either level of theory, the NACME

magnitudes comparisons are actually quite good. However,

the (8,8) active space results will show subtle differences,

which can possibly be attributed to improper orbitals in

some geometries near the C.I. in the (4,4) active space.

Figure 2c shows the NACME overlaps between the

(4,4)CAS and ORMAS(Scheme 1). Very close to the

CASSCF C.I. geometry, the CAS and ORMAS NAC

overlap is very poor for two points. However, NAC

directionality between the two levels of theory approaches

a total overlap of 1 at most geometries.

ORMAS(Scheme 1) shows some differences in the

gradients relative to the (4,4)CAS level of theory. The

largest gradient magnitude difference for state 1 (2) gra-

dient is *|0.1| (|0.06|) hartrees/Bohr. However, the trend

for the gradient normalized vector overlaps is just the
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opposite. For state 1, the ORMAS(Scheme 1) gradient

overlaps with the CAS gradient by [90 % at all points.

However, for state 2, the ORMAS(Scheme 1) gradient

shows little overlap at a few geometries very near to the

C.I. (Fig. 3a). At least, part of this poor overlap reflects

differences in the location of the C.I. between the two

levels of theory. Farther away from the C.I. geometry, the

overlaps approach a value of 1, which indicates the two

levels of theory qualitatively produce very similar

gradients.

For ORMAS(Scheme 2) results relative to the SA-2-

(4,4)CAS results, the energy differences are \|0.05| kcal/

mol, and the total NACME magnitude differences are well

within |1| Bohr-1 at all points on the contours (see Sup-

porting Information for the plots for Schemes 2, 3). The

total gradient magnitude difference contours reveal some

differences in the order of *1 9 10-2 hartrees/Bohr.

For the state 1 gradient overlaps, CASSCF and ORMAS

gradient vectors always overlap by [95 %. State 2

gradient overlap shows the worst overlap of *70 % at

geometry very near the C.I. (Fig. 3b). For overlaps,

ORMAS(Scheme 2) values are in much better agreement

with CASSCF than ORMAS(Scheme 1). All the plotted

NAC vectors between states 1 and 2 also have [92 %

overlap. ORMAS(Scheme 3) and CASSCF energy and

NACME magnitude comparisons reveal the same essential

pattern as in Scheme 2 with very slight differences (i.e.,

|0.03| kcal/mol, |3| Bohr-1, respectively). Again, state 1

gradient overlaps are [96 %, and NAC overlaps also

show [94 % overlap. State 2 gradients overlap Fig. 3c

show poor overlaps of *40 % at a few geometries.

For additional comparison, the CH2-pyramidalized

twisted orthogonal C.I. was located at the SA-2-(8,8)CAS/

6-31G(d) and SA-2-(8,8)CAS/6-311 ??G(d,p) levels, and

the corresponding contours were constructed. For the C.I.

geometry, no appreciable differences were found between

the SA-2-(4,4)CAS/6-31G(d) and SA-2-(8,8)CAS/6-

311 ??G(d,p) levels of theory. For the SA-2-(8,8)CAS

and ORMAS(Scheme 1b) levels with the 6-311 ??G(d,p)

basis, the total NACME magnitudes have a maximum

difference of |22| Bohr-1 (Fig. 4a) in contrast to the |56|

Bohr-1 peak difference in the (4,4) results shown in

Fig. 2b. Upon further investigation, the larger NACME

magnitude difference for the (4,4) results occurs because of

improper active spaces at geometries near the C.I. for the

(4,4)CAS. For these geometries, the variational principal
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prevents proper active spaces. However, this comparison

now strengthens the results by showing the NACME

magnitude maxima agree and by revealing any possible

problem areas with the (4,4) active space results by

comparison.

For the SA-2-(8,8)CAS/6-311 ??G(d,p) and ORMAS

(Scheme 1b)/6-311 ??G(d,p) levels (collectively referred

to as the (8,8) level from now on for difference contours),

Fig. 4a shows the two, almost symmetric peaks for the

total NACME magnitude difference contour. To empha-

size that the NACME peaks do not occur at the same

geometry between the two levels of theory, the

SA-2-(8,8)CAS [ORMAS(Scheme 1b)] NACME magni-

tude peak resides at a SiC distance of 1.75 (1.65) Å and a

HSiCH dihedral angle of -67(-67)�. In addition, the

(8,8) NACME magnitude peak heights for CAS (27

Bohr-1) and ORMAS(22 Bohr-1) are very similar in

contrast to the corresponding (22 and 78 Bohr-1) (4,4)

peak heights. The (8,8) total gradient magnitude differ-

ence contours for state 1 (Fig. 4b) and state 2 (Fig. 4c)

also nicely mirror each other about the C.I. inflection

point. The (8,8) state 1 gradient overlaps remain above
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90 % while the state 2 gradient overlaps show a minimum

overlap of *30 %, which is a much lower overlap rela-

tive to the corresponding (4,4) results. As well, the (8,8)

NAC overlap plot still shows a low overlap near the C.I.

and more points with poor overlaps (Fig. 4d). However,

as shown by the (8,8) active space/6-31G(d) levels in the

Supporting Information, these additional poor overlaps do

not seem to result from increasing the basis set size but

from increasing the active space size given the same

contour increments.

For the SA-2-(8,8)CAS/6-311 ??G(d,p) and ORMAS

(Scheme 2b)/6-311 ??G(d,p) levels, the single excitation

results tend to match the CASSCF results. The following

results are for the 1.5 to 1.9 Å SiC distance range, which

display good analytical gradient and NACME results

despite incorrect active orbital subspaces at many geome-

tries. Indeed, even though the entire active space contains

the proper orbitals, the active orbital subspaces are incor-

rect and will not precisely generate the previously expected

configurations/determinants. Nonetheless, the generated

configurations essentially reproduce the CASSCF results at

many geometries. All excitation energy differences

are \|0.6| kcal/mol, and all vector overlaps are [90 %. All

gradient magnitude differences are \|0.01| hartrees/Bohr,

and all NACME magnitude differences are \|8| Bohr-1.

Outside of this range far away from the C.I., a few

geometries show discontinuities in the energy difference

contour, and one geometry shows terrible overlaps

of *80 % due to active orbital subspace problems (Sup-

porting Information). Despite these issues, OR-

MAS(Scheme 2b) still results in contours with smooth

energetics over the majority of the 1.5 to 2.2 Å SiC dis-

tance range and smooth gradient and NACME magnitudes

and overlaps over the 1.5 to 1.9 Å SiC distance range.

Overall for this case, no excitations between the

ORMAS subspaces (Scheme 1 and 1b) yield qualitatively

reasonable NACMEs while at least single excitations are

required to give reasonable energies and gradients relative

to the CASSCF. In addition, smooth energy contour plots

do not indicate proper orbital subspaces over the range of

geometries, and even smooth gradient and NACME vectors

are not definitive proof of the orbital subspace integrity.

However, gradient and NACME discontinuities can occur

even with smooth energy contours. In these cases, these

analytical derivative discontinuities indicate an incorrect

active space.
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3.2 Butadiene

In addition to the spaces described in the Sect. 2, a SA-2-

(4,4)CAS and SA-2-2(2,2)ORMAS space with no excita-

tions between two separate CC p, p* spaces were

attempted. However, for the given geometry, excitations

between the p spaces appear to be very important, and the

ORMAS PES is not comparable to the (4,4)CAS PES

around the (4,4)CAS C.I. This notion makes sense given

that at the twisted geometries, increasing the allowed

excitations results in additional, energetically important

configurations to enter the wavefunction from the ‘‘united’’

CC p, p* spaces. As previously mentioned, the ORMAS

space must give a good representation of the chemistry and

the PES before it can be used for other purposes.

For the butadiene case, the SA-2-(10,10)CAS/6-

31G(d) C.I. was located. Some appreciable differences are

found between this and the Olivucci et al. [44] C.I., which is at

the SA-(4,4)CAS/4-31G level of theory. This (Olivucci et al.

[44]) study reports the terminal HCCH dihedrals as 34� (24�)

and 73� (78�). Figure 5a gives the differences between OR-

MAS(butadiene1) and (10,10)CAS excitation energies and

shows a maximum magnitude of *|2.0| kcal/mol.

Figure 5b demonstrates that the ORMAS(butadiene1)

NACME approximation remains valid relative to the CASS-

CF NACME in the butadiene case in terms of total magnitudes

and also shows how the NACs peak at only slightly different

geometries. The ORMAS(butadiene1) total gradient magni-

tude difference contours give a maximum difference in the

order of *1 9 10-1 hartrees/Bohr close to the C.I. Fig-

ure 6a–c show slightly more geometries with poor overlaps

relative to the SiCH4 (4,4) results. However, most geometries

still show [90 % overlap. These results represent qualita-

tively good agreement between the two levels of theory.

For the ORMAS(butadiene2) case, single excitations fur-

ther improve and affirm the validity of the ORMAS approxi-

mation in the construction of NACMEs and gradients. The

ORMAS(butadiene2) and (10,10)CASSCF excitation energies

differby a maximum of |0.5| kcal/mol. Also for these two levels

of theory, the total NAC magnitude difference maximum is

now |60| Bohr-1, and both state 1 and state 2 total gradient

magnitude difference contour maximums decrease

to *|5 9 10-2| hartrees/Bohr. Furthermore, both gradients

and the NACMEs now have[84 % overlap at all geometries

on the grid except for a single geometry. Figure 6d shows the

ORMAS(butadiene2) and (10,10)CAS NACME vector over-

laps with a lower overlap of *75 % only at a single geometry.

4 Conclusions

Based on the results from the SiCH4 and butadiene systems

at specific C.I. geometries with carefully chosen CAS and

ORMAS active spaces, ORMAS single excitation schemes

can often produce CASSCF-like results but tend to have

orbital subspace integrity issues, which have the potential

to get worse as the subspace sizes increase. On the other

hand, schemes with no excitations between subspaces

appear to give no orbital subspace issues at the same

geometries. As a possible consequence, choosing the

smallest, most chemically reasonable orbital subspaces,

performing ORMAS with no excitations between those

subspaces, and then applying a chosen MR-CI excitation

scheme might help to eliminate many orbital issues from

calculations. However, for the larger subspaces with the

procedure above, the nondynamical correlation lost should

be determined and characterized.

Also based on the same specific systems, this study

characterizes the qualitative accuracy of ORMAS NACME

in terms of total magnitudes and additionally indicates that

CAS and ORMAS NAC vectors strongly coincide at most

geometries. For these particular systems, the total NACME

magnitudes are extremely localized for both CAS and

ORMAS, and the largest NACME magnitudes occur close

to one another but not at the same geometry. The NACME

magnitudes are very sensitive to the proximity of the C.I.,

and ORMAS gives the appropriate behavior near the

CASSCF C.I. Because the ORMAS level of theory can

shift the maximum magnitudes, the contours also reveal the

differences between CAS and ORMAS total gradient

magnitudes (i.e., *10-2–10-1 hartrees/Bohr) about the

C.I. geometry with modest energy differences (i.e.,

1–2 kcal/mol). However, other systems might have several

C.I.s in geometrical proximity and thus have more reac-

tivity with ‘‘consecutive’’, minimum energy C.I.s. Such an

idea would complicate the overlaps results. Further inves-

tigation is required into C.I.s at the ORMAS level of theory

(i.e., C.I.s versus avoided crossings with varying theory

level) and how ORMAS NACME affects product distri-

butions during dynamics.
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